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Education

PhD Elec Eng 1986 University of New Mexico
MS Elec Eng 1982 Kansas State University
BS Elec Eng 1980 Kansas State University (Summa Cum Laude)

Professional Experience

1998–present Technical Staff Member, Los Alamos National Laboratory
1993–1998 Associate Professor, Computer Engineering, University of New Mexico
1987–1993 Assistant Professor, Computer Engineering, University of New Mexico
Summer 1991,1994,1996 Visiting Professor, Universidad de Vigo, Vigo, Spain
1986–1987 Technical Staff Member, Sandia National Laboratories (SNL)

Areas of Expertise

Machine Learning, Pattern Recognition, Neural Networks,
Signal & Image Processing, Algorithms & Data Structures

Professional Activities

Senior Member, IEEE
Associate Editor, IEEE Transactions on Neural Networks, 1994-1997
Associate Editor, Signal Processing Magazine, 1994-1998

Publications

Book (Digital Signal Processing): 1
Journal Papers: 31
Conference Papers: 70+
Science Citations (1985-2008): 587+

Practical Experience

Don has practical experience in a variety of application areas that involve pattern recog-
nition, anomaly detection, parameter estimation, signal prediction, object tracking, and
signal detection. Applications where he has played a leading technical role include: detec-
tion, tracking and identification of narrowband signals in broadband noise; real-time video
motion detection, tracking and classification; handwritten character recognition; automatic
scene segmentation for hyperspectral image data; detection and quantification of lesions in
medical imaging; visual inspection of manufactured components for the medical industry;
automatic damage detection in rotating machinery; automatic target detection and clas-
sification in synthetic aperature radar (SAR) images; advanced arbitration algorithms for
RFID systems; noninvasive prediction of glucose levels using spectroscopic measurements;
fraud detection for the IRS and HCFA (Medicare); computer network intrusion detection;
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asymmetry detection in hydrocode simulations; image restoration for OCR systems; pre-
diction of material properties from high speed video (movies) of the machining process;
detecting anomalous flows in computer network traffic; adaptive prediction of protocols in
encrytpted network traffic; anomaly detection for color images; anomaly detection for so-
cial network graphs; text classification; structural health monitoring and damage assesment
for ships and small-scale structure models; prediction of protein-ligand pair bonding; and
detection of nuclear materials via portal monitoring.
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